
Optial Interonnet Between Cahe and MainMemoryM. Klein�, W. Paul�, J. Preiss�, G. Renzy, M. Sholly�Saarland University, Lehrstuhl f�ur RehnerarhitekturyDLR Stuttgart, Institut f�ur Tehnishe PhysikAbstratThe implementation of optial I/O at integrated memory modules will leadto inreased bandwiths in the near future. In a feasibility study modules arefabriated and tested in an experimental arrangement of a proessor boardwhere the ahe and the main memory are interonneted by optial links.This permits to realize very broad and fast memory busses.1 IntrodutionProgress in bonding tehniques and miniaturization of optial sensors and emit-ters have opened the perspetive to provide highly integrated modules of roughlythe size of a silion hip with onsiderable numbers of optial inputs and outputs.Table 1 ompares the bandwidth ahievable by optial inputs and outputs withthe bandwidth ahievable by eletrial pins at the time of this writing (February2000). Here bandwith is de�ned as the produt of the number of pins and the datarate transmitted over one pin. The optial bandwidth is around 10 Gbit/s andhas roughly aught up with the eletrial bandwidth; but in the near future theahievable frequeny and the number of optial I/O's are both expeted to grow byan order of magnitude. pins frequeny bandwidtheletrial 100 100 MHz 10 Gbit/soptial 10 1 GHz 10 Gbit/sTable 1: Eletrial pins vs. optial I/OThis exiting perspetive fuels a large and diverse number of researh projets.On one hand, the basi tehnologies (lasers, sensors, bonding, optial interonnetof modules) are being pushed by physiists [KZP99, KG97, HKBH℄. Industry isdevelopping tehnologies to embed optial �bres, splitters et. into printed iruitboards [LJVN99℄. Computer sientists, �nally, are developping CAD tools [Fey99℄as well as arhitetures exploiting the bene�ts of almost unlimited bandwidth be-tween hips [LSDB99℄.Implementing suh an arhiteture with the help of the basi tehnologies is notompletely straightforward. In partiular, one has to deal with the following nonstandard issues:� As long as the number of optial I/O's of a module is not in the thousandsone will try to operate the laser/sensor pairs at least an order of magnitudefaster than "ordinary" high density gates. This requires an interfae of low1



density/high speed gates between the optial devies and the slower highdensity logi.� The oupling of optial sensors and their ampli�ers often shows high passbehaviour. This oupling breaks down if onseutive ones are reeived for alonger time. Thus one has to arti�ially interleave zeros into long runs of ones.� Operating lasers at 320 MHz (with runs of at most 4 onseutive ones) wehave measured error rates around 10�12 in pure optial data transmission.This would produe an error on eah optial �ber roughly every hour. Inorder to lower the failure rate one has to use an error deteting or orretingode.� Synhronization of the high speed logi throughout di�erent modules is im-pratial. This in turn makes the synhronization between high speed logiand the slower high density logi nontrivial.In order not to burden hardware designers with the above issues it is desirableto develop building bloks for the optial data transmission between hips, whihinterfae in eah module diretly to the slower high density logi. In this paper wesketh spei�ation and design of suh a devie. We also report on a joint projetbetween DLR Stuttgart and Saarland University, where we use this devie for aprototypial interonnetion of a ahe hip with a (small) main memory.2 Integrated memory devie with high I/O band-widthOptial I/O provides very high bandwidth between hips. With very high band-width, one an very quikly opy a blok of data with ontiguous addresses from arandom aess memoryM loated in one hip into a memoryM 0 loated in a seondhip. This situation is ubiquitous in modern omputer systems. A non-exlusivelist of examples is shown in table 2.M M'main memory system bu�er memory of an I/O deviebu�er memory of I/O devies bu�er memory of I/O devies (in swithes)main memory system frame bu�er of graphis ontrollerDRAM L2 aheL2 ahe L1 ahe (on CPU hip)Table 2: Example appliationsThis motivates the development of highly integrated devies as shown in �gure1. A random aess memory M with a very wide internal data bus (dint bits), anaddress generator for the generation of ontiguous addresses and possibly more logi(CPU, ahe ontrol,: : : ) is integrated with one or more ommuniation interfaesI1; I2; : : : Eah ommuniation interfae has to perform the following four tasks:� serialization of dint eletrial signals from the memory bus into dopt outgoingoptial signals using high speed logi and lasers.� Logi for error detetion and for breaking up long runs of onseutive ones.� parallelization of dopt inoming signals using optial reeivers and high speedlogi. 2
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Figure 1: Data paths of the proposed devie� synhronization between internal and external signals.Presently, the oupling of on-hip memories with optial networks is usuallyahieved with external transeivers like the Siemens Paroli hip family [Sie℄. Thisunfortunately leaves an interfae of eletrial pins between the hip ontaining thememory and the transeiver, thus limiting both the width dint and the frequenyahievable on the memory bus. In order to overome the bandwidth limitation ofeletrial pins, it is essential that the ommuniation interfaes are integrated intothe same module as the hip ontaining the memory.3 Implementing the Communiation InterfaesReall that dint is the width of long messages x to be serialized into dopt sequenesof messages y eah antaining e = dint=dopt bits of the original message plus extrabits for overhead.We proeed roughly in the following way:3.1 Error DetetionMessage x is oded with a Hamming ode [Ham50℄ into a message h(x) with a lengthof at most D = dint + dlog dinte + 1 bits. Hamming odes permit the detetion ofsingle and double errors.With an error rate p for single errors, the probability that an entire message xis transmitted with an undeteted error is at mostP � 1� ((1� p)D +D � p � (1� p)D�1 + �D2� � p2 � (1� p)D�2)if errors our independently.3.2 Breaking Runs of OnesMessage h(m) is broken into e messages y of equal length ` = dD=ee. Zeros areinserted after every 4th bit of eah message y. Then all messages y are simultanouslyserialized using high speed logi.Note that a) omputation of the Hamming ode and insertion of zeros an bedone in ordinary high density logi, b) errors in the transmission of the inserted zerosare trivial to detet if one knows, when a transmission starts and ) the ombinedoverhead in all messages y is 0:2 � (dint + log dint).3



3.3 SerializationThe obvious way to serialize n bits is by a shift register as indiated in �gure 2.This requires n ipops and n� 1 multiplexors of fast and expensive logi.
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Figure 2: Implementation of a sequener using a shiftregisterA onsiderably heaper way is to use a tree of fast multiplexors ontrolled by alogn{bit ounter as indiated in �gure 3. This requires only n� 1 fast multiplexorsand a fast logn{bit ounter.
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Figure 3: Implementation of a sequener using a muxtree3.4 SynhronizationWe use in eah diretion e optial data lines and 1 optial lok line (dopt = e+1),whih are synhronized and generated by the sender. Data bits hange at the risingedge of the lok. Thus the inverted falling edge of the lok line an be used atthe reeivers end in order to lok data into a high speed register.With extra lok lines the presene or absene of transmitted data is triviallyindiated by the ativation of the lok signal. Errors in the lok line an easilybe deteted, beause on eah transmission the line has to be toggled 5`=4 times inonseutive yles of the high speed logi.In eah module the high speed logi and the slower high density logi are oper-ated asynhronously. This requires in eah module two bits, namely1. data out ready (for the serializer) and2. data in ready (from the parallelizer)that are exhanged between high speed logi and high density logi asynhronously.This is done with the usual trik of loking the signal into two onseutive ipopswhih are both loked by the lok whih reads the asynhronous signals [KP95,p239℄. 4



4 Chips for Cahe and Main MemoryThe onstrution of a ahe hip with an I/O{interfae as desribed above is rea-sonably straight forward. One makes the following two modi�ations in an existingahe design (e.g. the design in [MP00℄):1. Address bus and data bus, whih are usually onneted to eletrial pins areinstead onneted to ommuniation interfaes.2. The bus protool between ahe and main memory is implemented by au-tomata. Protool and automata have to be modi�ed suh that deteted errorsare dealt with, e.g. by the retransmitting the faulty data.A orresponding design hange has to be made on the side of the main memory.As part of a joint projet between DLR Stuttgart and Saarland University asingle hip is under development, whih an be on�gured both as a ahe hip andas a plain memory hip. The point of the projet is to develop a working prototypeof a system using the ommuniation interfaes desribed above. Putting largememories on suh an experimental hip leads to no further insight and inreases theprodution ost dramatially. Therefore, eah hip ontains only 8Kbit of SRAM.In the ahe hip this memory is arranged as 64 ahe lines of length 128 Bit.With 4 suh hips a (tiny) main memory apable of storing a total of 256 ahelines an be built.In our design messages between the ahe and main memory have the formm = (r; a; d), where r is a read/write bit, a is the adress of a ahe line in mainmemory (here only 8 bits long), and d is a ahe line. Thus the message m is1+8+128 = 137 bits long. The orrespondig hamming ode has only dlog 137e = 8extra bits. Thus we have D = 145 and with p = 10�12 the probability of anundeteted error is less than 0:5 � 10�30.Messages x of length 145 broken into e = 10 messages y of length d145=10e = 15operating at 320 MHz. The bandwidth in eah diretion is roughly 10 �320Mbit=s=3:2Gbit=s.For the prototype we are using the 0.8 �m BiCMOS tehnology from AMS[AMS℄, whih permits CMOS gates and SRAMs as well as high speed ECL gateson a single hip. The development is done as part of the Europratie projet usingthe CADENCE design tools.5 Multihip ModuleTheoretially, the tehnology of hoie to fabriate a module with optial I/O is tofabriate a GaAs hip ontaining lasers, sensors and ampli�ers and to use ip hipbonding between the silion hip and the GaAs hip. Pratially, this tehnology istoo ostly for an experimental devie.We are using disrete lasers, sensors and ampli�ers whih are ombined with theahe/memory hip to a module as indiated in �gure 4.6 Optial Interonnet between Cahe and MainMemoryIn a prototype system a module with a ahe hip as well as modules with 4 memoryhips are ombined with a proessor and a host omputer as indiated in �gure 5.On the way from the ahe to the memory hips, the optial signals have tobe broadast. On the way from the main memory hips the transmited signals5
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765Figure 4: Opto-eletroni multihip module1: Cahe hip with sequener/parallelizer, 2: Laser driver, 3: VCSEL4: El. feed able, 5: El. ontat plane, 6: Mirror, 7: Opt. linkage plane8: Opt. signal, 9: Ball lens, 10: PIN diode, 11: Ampli�er
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��� Figure 5: Prototypeare ORed together (memory modules, whih are not sending data, transmit zeros).This is ahieved with the help of beam splitters ond ombiners in an integratedoptial system.7 AknowledgementsFor inspiring disussions the authors thank M. Bosh, C. Jaobi, S. M. M�uller andH. Opower.Referenes[AMS℄ AMS { Austria Mikro Systeme International AG. 0.8 �m BiCMOS Pro-ess Tehnology.http://www.amsint.om/produts/tehnology/index b08.html.6
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